LHC e-cloud simulations Meeting – Draft Minutes
Date: 30 September 2011
Meeting Room: 6-2-004
Attendees: Gianluigi Arduini (GA), Chandra Bhat (CB), Octavio Dominguez (OD), Wolfgang Hofle (WH), Humberto Maury (HM), Elias Metral (EM), and Frank Zimmermann (FZ).
Excused: Elena Benedetto
Agenda

1. Minutes and actions from the previous meeting (9 August 2011). Round table
2. Simulation update (density vs intensity, flat & Gaussian profiles), Humberto Maury

3. Simulations for LHC LPA upgrade scheme, Chandra Bhat
4. Update on LARP-CERN feedback plans, Wolfgang Hoefle  
5. e-cloud highlights from IPAC'11, Octavio Dominguez
6. Report from MulCoPim2011, Frank Zimmermann
Minutes and actions of the last meeting (9 August 2011)
Actions from the last meeting:

· Proposal of a filling scheme for next MD with 25 ns bunch spacing (OD) done

· Check x-y distribution of electrons (CB) next meeting
· Rerun simulations without 10% uniform seed electrons (CB) next meeting
· Include beta variation or real SPS Twiss parameters (KL) pending
· Inspect simulation snapshots for signatures of coherent motion (KL) pending
· Experimental test in the SPS for both optics with lower chromaticity and/or high intensity (KL, HB) reported as non-conclusive by Elena S.; we can ask Hannes for next meeting; the problem is that a 90 degrees phase advance is needed to close a bump at the beam dump; EM found a talk by Hannes – what happens with 25 ns beam in Q20 optics? One has to be careful with high intensity until the bump problem is understood.
· Update slides to include definition for KQ (KO) –done by FZ

· Redo simulations with larger initial emittance to check uniqueness of final emittance (KO, KL) – this action was pending. EM commented that changing the initial emittance to see if the final (stable) emittance was invariant had been proposed during the last meeting by Alexey Burov. EM wondered if these final values are reliable. Therefore, he proposed to check the sensitivity with respect to some numerical parameters in simulations (grid size, etc.). This would allow defining an uncertainty to this value. The question which arose was if we really reach the final stable emittance experimentally. In case we can trust this value one could make predictions for the LHC and compare with measurements. Somebody has to follow up HEADTAIL e-cloud simulations (ACTION to the HTWG, GR). EM added some slides to clarify this point (available on the electron cloud web site).

· Study tune shift of different single-bunch modes (WH, CR, EM, GA).
WH reported that up to now single bunches of nominal intensity had been used in experimental tests. Benoit Salvant’s plot for the shift of different modes with intensity including the radial mode number would be very useful for the feedback studies. The goal was to first develop a feedback against TMCI, and later extend this to bunch trains including electron cloud. This would allow reducing the chromaticity. Octupoles were also mentioned.

Older actions:

-  Outstanding actions for HM:
· Horizontal displacement of daughter particles, still pending (potential ACTION for Ubaldo Iriso or HM). 
· Simulate heat load for beam conditions during the 2010 scrubbing run with 9 x 12 bunches [heat load for this case was 40 mW/m initially].

· Concerning the question whether at 3.5 TeV 1.1 s spacing between trains is enough to clear the e- cloud, remake the plots in a logarithmic scale to see whether the first batches of each double train are indeed equal, launch simulations with 2, 4 and 6 batches to see the e- energy distribution after each “double train” passage, and look at the losses versus time (from qlosswh.data file in ECLOUD) with and without energy cut.
· In addition to heat-load, complete computation of the central electron density for 25 and 50 ns spacing with different values of Nb, SEY and R. Add density points for SEY=1.3 at 25 ns spacing; repeat the density curves for 50 ns bunch spacing
· Complete sawtooth/no-sawtooth heat-load scans for ultimate bunch intensity - Priority
· Aperture scan for a non-round beam repeat this 

· Aperture scan for 25 ns spacing 
· Write a draft note summarizing results of LHC simulations for heat load and density in the LHC arcs, including sawtooth, starting from a comparison with measurements.
-  Outstanding actions for OD: 

· Study the solenoid “resonance” effect, e.g. by varying parameters like the bunch length and bunch spacing
· Check the e- energy distribution in arcs and larger-aperture straight sections, in particular their differences, expecting higher-energy electrons in the arcs.
· Complete the note (ongoing).
- Other outstanding actions:

· Implement simulations with different feedback bandwidth to ~1.0 GHz & compute kick strength - how much power? Repeat simulation for new SPS optics (KO, FZ). This would be addressed in the coming month during the visit of Kazuhito Ohmi. Part of it will be address in the present meeting.
· Understand increase of electron cloud density with increasing beam size in PS simulations (CB and OD). Partially addressed during this meeting.
Arc e-cloud build-up simulation update
Humberto Maury presented updated simulation results using more steps in the simulation (nbsteps=450, nistep =3000) and a larger number of macroparticles (2500 instead of 500). Results shown were electron density as a function of bunch intensity, and a comparison between Gaussian and flat bunch profile. All results shown were for the LHC arc dipoles. 
First result was for the electron line and volume densities as a function of bunch intensity varying from 2e10 to 2e11 at 7 TeV. Electron density increases until about Nb=8e10 and then saturates or even decreases. The line density referred to the total number of electrons. The volume density refereed to the local density (1 mm radius around the beam). Multipacting threshold seems to be around SEY=1.3. Numbers were calculated as average over the full simulation of 2 times 72 bunches at 25 ns bunch spacing, with 200 ns between trains. 
Next, a comparison of two bunch profiles (flat and Gaussian) at two different configurations (either 72-bunch trains for 25 ns bunch spacing or 36-bunch trains for 50 ns) was presented. The same numerical parameters were used in this case. Regarding the build up, In the case of 25 ns bunch spacing less line density is found for higher bunch charge for either profile. Difference is more pronounced for the flat bunches, with ~40% difference in line density between the highest and lowest values shown. At lower Nb values the density is comparable for the two profiles, becoming bigger (~30%) for the Gaussian profile when increasing the intensity to 4e11 ppb. For 50 ns bunch spacing the dependence on bunch intensity is opposite, i.e. the higher the density the higher the saturation value. In order to correctly interpret this different behavior would be useful to redo the plot shown at the beginning (density vs. bunch intensity) for 50 ns. For all intensities shown, flat and Gaussian profiles are comparable.
ACTION: redo plot of density versus bunch intensity for 50 ns, e.g. with Gaussian bunches (HM)
Regarding the heat load, a difference was seen both for 25 and 50 ns bunch spacing. Flat bunches give somewhat higher heat load than Gaussian bunches for both bunch spacings. To understand that would be interesting to look at the electron energy spectra.
ACTION: Look at the electron energy spectra (HM)
GA explained that the LHC vacuum pressure increases due to electron-stimulated desorption, not due to heating. EM wondered how to disentangle the heating due to image currents (impedance) and e- cloud. GA replied that in the dipoles the temperature should be constant due to the cryo cooling capacity. EM proposed that maybe could be interesting to investigate the two effects (heating due to impedance and electron cloud) in warm regions. 
ACTION: Updated heat-load curves for LHC (including for 3.5 TeV) (HM)
GA asked for simulations at 4 TeV and the change in photoelectron yield. FZ answered that the difference might not be very significant.
ACTION: Review talk by Vincent Baglin at CERN-GSI e-cloud workshop and possibly contact vacuum group for further information about the change in photoelectron yield (FZ)
Simulations for LHC LPA upgrade scheme, Chandra Bhat
Chandra Bhat explained the motivation for these studies, including recent LHC results and new boundary conditions (maximum pile up below 200). The assumption is that flat bunches are produced by harmonic cavities. They are produced by a combination of h=1 (400 MHz) and h=2 (800 MHz) systems, with Bunch Shortening Mode (BSM) and Bunch Lengthening Mode (BLM), and studying bunch intensities varying from 1e11 to 4e11. The longitudinal profiles were obtained from ESME. Both 25 and 50 ns bunch spacings have been investigated. R has been considered as 0.25 and the SEY values in this study go from 1.5 to 2.3, but only 1.5 results were shown.
New parameter lists were proposed with BSM and BLM. CB expressed his optimism about reaching the values presented, especially regarding intensity and luminosity.

EM suggested that one could also flatten the bunch in the middle by shaking. CB replied that the stability of the bunch was also very important and not very easy to achieve by shaking.

Linear e-density was next presented. These results agree with the results shown before by HM. For equal beam current (2e11 ppb with 25 ns and 4e11 ppb with 50 ns) the linear density is much lower for dipole section at 50 ns and 25 ns (the difference is not that big in the case of drift sections). The bunch profile does not really matter. Simulation shown was for HP (Hofmann-Pedersen) distribution, which was parabolic in the projection. 
A heat load comparison between 25 and 50 ns (with same beam current) showed the merit of the 50-ns scheme for SEY=1.5 and R=0.25 (about six times lower heat load compared to 25 ns). Bunch profile dependence shows lower heat load for longer bunches: BSM has about 30% larger heat load than BLM profile.
ACTION: Do simulation for ideal flat bunch and compare with a Gaussian profile (CB)
ACTION: Repeat simulation for R=0.25 (HM)
Update on LARP CERN feedback plans
Wolfgang Hofle reported on a web meeting held on 29 September. Bunch motion clips produced from August MDs were presented during that meeting and it is possible to see that head-tail motion is excited, and also to see higher order motion in the bunch. 
He reported on a new Toohig fellow starting soon, called John Cesaratto. He will focus on the hardware aspects of the feedback. 
Now they wish to repeat the measurements for low bunch intensities. For bunch trains some parasitic MD time in October and beginning of November are being discussed with GR. SLAC colleagues have problems with the scheduling (to be re-discussed with GR).

GA suggested that November could be a better time for the MD since the LHC will be operating with ions.

Brennan Goddard wants to review the project in November. Weeks 43 and 44 are options.

WH asked the question to simulations’ people: what is expected below the instability threshold? Do we expect to have some tune shift? It would be necessary to include a HT motion kick in HeadTail code. 
ACTION: Initial excitation of single modes in HEADTAIL (HTWG, GR)
e-cloud highlights from IPAC'11
Octavio Dominguez presented a list of all e-cloud contributions to IPAC’11. There were 18 papers in total, eight of them from CERN, with three more including CERN collaboration. The papers were organized according to the topic (instabilities, mitigation techniques, instrumentation, vacuum and surfaces and other studies).
Highlights on…

Instabilities:

Pinch effect in quadrupolar and sextupolar magnetic fields. Paper by GF and FZ.
WH commented that this calculation assumed that the beam is in the center of the magnet. 
ACTION: Ask GF to repeat the study with a certain beam offset (FZ)
Paper by Michael Gerard Billing (CLASSE). Observed vertical tune shift at CESR TA agrees well with simulations. 

Paper by Kiran Sonnad (CESR TA). Simulations with CMAD code on head-tail motion, emittance growth, instabilities etc.

Mitigation techniques:

Paper by J. Calvey (CLASSE). RFAs have been installed in CESRTA and have been used to test the different mitigation techniques. Processed TiN coating seems to be better than a-C.

Paper by Mauro Pivi (SLAC). A recommendation process for mitigation techniques is introduced, taking into account efficacy of mitigations, costs, risks and impact on the machine performance. The techniques presented are coatings, clearing elctrodes, grooves, and novel concepts.
Instrumentation:
Paper by John Sikora (CesrTA). Resonant TE wave measurements of e-cloud densities are presented.

FZ asked about the resonant cavity.
Vacuum and surfaces:

Paper by Vincent Baglin et al. where LHC vacuum observations are presented.
Paper by Asena Kuzucan. SEY on cryogenic surfaces as a function of physisorbed gases.

Paper by Christina Yin Vallgren. Characterization of carbon coatings with low SEY. There is a correlation between max and the line of C1S spectrum in XPS. Independence of SEY on temperature (in the range 4.7 K to room temperature) is observed. 
Paper by Christina Yin Vallgren. Performance of Carbon Coating for Mitigation of Electron Cloud in the SPS. There a little change without beam in vacuum. No degradation in 3 years is observed. A complete suppression of e-cloud with a-C coating is shown.

GA proposed to OD to repeat the benchmarking measurements in the SPS. FZ suggested repeating the study of Daniel Schulte for the SPS with the latest version of ECLOUD. GA pointed out that one could cross check the measurements at the same location, comparing the data from the flux and from the vacuum pressure.

EM asked if the conclusion from C. Yin Vallgren papers is to go ahead with coating of the SPS. The last uncertainty for taking the decision is pressure.

Other studies:
Paper by F. Petrov (GSI). e-cloud effects in coasting heavy-ion beams were presented. Hill’s equation is solved for electrons’ pinching.
Paper by T. Demma (INFN/LFN). An analytical formula of e-cloud map coefficients in a strong dipole is presented.
Paper by Shahid Ahmed. The first study done of e-cloud build-up for MEIC is presented.
Report from MulCoPim2011
Frank Zimmermann presented a summary and some highlights from MulCoPim11. MulCoPim11 featured an accelerator session, and about 10 experiments came from the accelerator sector. Most interesting were experiments and simulations on the secondary emission yield/ electron reflection for low incident energies, done at CNES/ONERA.
AOB
The next e-cloud meeting will be announced in due time.
Reported by Octavio Dominguez and Frank Zimmermann
